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Abstract—This paper describes a software system prototype
for automated game servers deployment and configuring cus-
tomized game servers on demand. The described system has a web
interface which allows customers to create accounts, purchase,
services, and gain access to and configure their purchased web
servers. This service consists of a website which acts as an
interface for customers to purchase subscriptions, and gain access
to and configure their purchased servers. Behind the website is
a system which dynamically deploys virtual machines with the
requested configurations, handles all of the networking details,
and provides information back to the customer on how to connect
to their server.

The proposed prototype was tested by deploying popular
Minecraft game server. This facilitated network research by
allowing users to have a more scalable testing environment and
thus enable controlled laboratory experiments. This paper goes
through the entire life-cycle of the project, starting with some
information on existing research about the subject, and how it
relates to ours. Following that we describe our project require-
ments, the solution we ended up using and how it was modified to
fit our requirements. We then have a section showing performance
experiments we ran. The final section is the conclusion which talks
about the outcome of our project in relation to our original goals,
and how it will impact future research in this area.

I. INTRODUCTION

Minecraft [28], [1] is a popular video game played world-
wide, and is built simply enough to be used for network
analysis and research. This paper describes a software system
prototype for automated game servers deployment and con-
figuring customized game servers on demand. The described
system has a web interface which allows customers to create
accounts, purchase, services, and gain access to and configure
their purchased web servers. This service consists of a website
which acts as an interface for customers to purchase subscrip-
tions, and gain access to and configure their purchased servers.
Behind the website is a system which dynamically deploys
virtual machines with the requested configurations, handles all
of the networking details, and provides information back to
the customer on how to connect to their server.

The project prototype development was the next step in
the design, construction and test of a new layer of game
server software that can optimize and monitor in real-time
game services [3], [4]. It stems from the observation that game
servers place demands on computing resources - hardware
and network - that can vary with user behaviour and whose
optimization is the key to customer satisfaction. Virtualized

servers provide new flexibility in hardware reservation and al-
location but their use can make resource optimization difficult
by making it context sensitive i.e. dependent on the allocation
of virtual machines (VMs) to hardware.

The main project’s objective was to study predictive mon-
itoring and optimization for game server clusters. The first
phase of the project was to gather performance data about
game servers, then analyze its time behaviour to allow the
creation of a performance-prediction software module [5].
The initial module version applied virtualized game servers
in various configurations, and later versions were tested with
physical servers as well as parallel (cluster) game servers.
Later, the project investigated performance optimization based
on short-term predictions.

Our main contributions are: (1) a unique network and
gaming servers infrastructure created for the emulation ex-
periments, which is also being used to perform stress testing
and data analysis of network game applications, as well as to
monitor the performance of game servers within a proprietary
Gamers Private Network (GPN) [13]; (2) an automated soft-
ware system prototype for creating and configuring customized
game servers on demand, and (3) using this automated software
system prototype we are able to improve the game servers’
utilization. Two networking and servers optimization research
projects GPN-Perf1: ”Investigating performance of gamers
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spikes in packet traffic [13]. Our goal was to generate realistic
network traffic related to video game environment on the
Internet by ready made game emulation applications, available
online.

”A video game network is a distributed set of apparatus
which are capable of exhibiting an interactive single identity
game” [26]. Response time and network latencies are very
important video game parameters, which can be a reason
for the gamers’ frustrations and dissatisfaction, especially in
the multi-user environment. On the other hand, ”the online
service’s computers themselves introduce latencies, typically
increasing as the number of active users increases” [24].

In [12] and in [14] multiuser online video game architec-
tures been discussed in order to reduce the bandwidth and the
servers processing time. Their approach may improve scaling,
but it ”opens the game to additional cheating, since players
are responsible for distributing events and storing state”. A



Fig. 1. Domain Model of the Developed Prototype

Fig. 2. System Architecture

Fig. 3. Web Subsystem Architecture

as well as the API polling the Cloudstack API to ascertain the
status of asynchronous tasks.

IV. DEVELOPMENT

The entirety of the project consisted of two main areas the
”web” and ”infrastructure” parts. The prototype development
part of the project was broken into two parts: a RESTful
API (written in PHP) and a JavaScript UI. The diverse range
of technologies being used can create issue while integrating

Fig. 4. WebUI

Fig. 5. WebAPI

systems and may require additional effort to either maintain
or replace parts with a singular language or technology such
as replacing PHP with NodeJS. At this time the PHP API is
interacting directly with Cloudstack to create and control VMs
while utilizing Puppet to install and configure software. The
prototype makes use of PHP’s ability to access and write to
the file structure allowing for the automated creation of the
Puppet Node files, or more simply put, machine configuration
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Fig. 6. Synchronous Request.

Fig. 7. Asynchronous Request.

files. Both the UI and API are incomplete; however given a
functioning Cloudstack [8] install the system is able to: create,
destroy, start, stop, reboot, and configure a game server on the
VM through puppet files. The current issue that is blocking



Fig. 9. Admin Dashboard Showing Error Graph.

• Viewing error logs [admin]

• Changing user role [admin]

• Updating profile

• Deleting server [admin]

Our initial attempt to deploy a gaming server was with
Minecraft. Using foreman and puppet we have automated
deployment and configuration conceding a purchase from a
user via an external purchasing web system. The server page
is shown at Fig. 10 and process of virtual machines deployment
is shown at Fig. 11.

The interface was built on a two tier system that separated
administrators and users. It was meant to be extensible in the
event that further user roles where required. A user was granted
control over their servers and virtual machines but no other
whereas an admin was capable of modifying and accessing
any users accounts or their servers. Additional account levels
will be added as needed to accommodate new staff or users.

V. FUTURE WORK

Our future research will be related to utilizing the in-
frastructure created in the first phase of the project as the
framework on which to test and build game server software that
can optimize and monitor WTFast game services in real time.
An effort will also be made to create and utilize predictive
models for handling anticipated demand for a particular server.
This infrastructure will allow new servers to be automatically
deployed and configured for use as private game servers,
while also monitoring their performance and usage statistics,
including the following additional features:

• Authentication with WTFast

• Integration with the GPN

• Load balancing for both the API and UI

• Advanced resource allocation

• Failsafes and issue handling

• Payment and store

• Improved UI design

• Better user profiles

By using predictive models, new servers may be auto-
matically added when traffic levels require more resources to
maintain optimal performance. These models will likely be
altered on a case by case basis and require operator interaction
to deal with high variance events such as a new game launch
or an unpredictable flood to a particular game.

Testing of the network infrastructure and the network
software will be done using a program that emulates many
players connecting to multiple game servers on several virtual
machines in the network. The goal of these network tests is
to identify the point at which the network software can no
longer keep up to the flow of traffic, i.e. the point where the
network software becomes a cause of latency. The tests will
also serve to identify the capacity of the game servers and
their host virtual machines. Initially the tests will be performed
under ideal conditions, that is, on a local network with almost
no wire latency. Later, network factors such as latency and
jitter can be artificially added to the network to emulate real
conditions of the game being played over the Internet on a
geographically remote server in order to confirm our tests in
a more realistic environment.

In this paper we discussed latency for gaming, which is
vital and it is discussed qualitatively both singularly and via
networks. In our future research we will try to capture the
latency issues quantitatively. Then we will try to do relevant
comparisons under ideal versus the point where it ’gracefully
degrades’ or the point where we can provide a consistent
performance across the spectrum of users. On the other hand,
will try to go more in depth qualitatively as to those measures
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video games led us to experimentation with Minecraft clients
and servers due to its simplicity and the nature of Java. The
need for a controlled environment to ensure consistent and
accurate results led to the requirement of multiple automated
bots [3], [4], that could interact with the servers in a predictable
way and for the automated game servers deployment system
prototype and configuring customized game servers on de-
mand. This project was successful in creating just that, meeting
all originally set criteria. We anticipate that the automated
deployment system prototype will greatly help out future work
in this field. Based on our experiments, our infrastructure gives
to us a suitable tool for the network performance investigation
and to generate a stress test for the game servers.
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